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France

This paper is devoted to the Èopic of RouÈing Algorithns
in pactcàt switched networks. After a shor! review of
pâpers and work in this area' we make a brief presentation
àt ttte SITA Data TransporÈ Network' The decislon to
implement a Predictive Routing rather than ân Adâptive
Routing is discussed. The new Routing Algorithn is
Èhen presented as well as the algorithns and off-1ine
computer Programs, which are necessary for generating
.otlitg tables. A possible extension of the algorithns
is finallY Presented.

1. INTRODUCTION

Routing algorichns in conputer communication Networks have been given
Ductr aËtention 1n recent y.ats (s.. tef. /ll,/2/,/3/,14/ for instance)
and have been subject to theoretlcal inves!igations, experlments and

effective realisations. A key lssue of this topic is the adaptability
of the Routing Algorithn to changing conditions (failure of network
coEponents anà traffic flow variations, in order Èo optinize some

crileria (nininize delay' or maxinize throughput)' Optinal adaptive
routing algotlthns have been proposed, see /5/,/6/; }:'owever' they
raise inplementation problens, such as, traffic flow measuremenÈ' or
load-splitting (solutions to translent looping have been proposed'
see /7'1,/81). Nevertheless, adaptive routi-ng algorithns have been
inplenented. In some cases the routing algorithns only.adapt to
topological changes (e.g., DECNET see /3/, CERNET see/9/, DÀTAPAC see

/lO/). The ARpANET, Rouiing Algorithn ca1led SPF, see /ll/, provldes
adaptabillÈy to topological changes and to load varlations also; it
does not attenpt to g1obal1y opEinize the routing' but rather to
optimize transmLsslon delay of each flow individually'

AparÈ from other considerations, such as, complexity of developrnenÈ'
stability under heavy load and reliability of adaPtlve routing
algorithûs, their opitmality is a controversal matter (see ref'
/ti/,/ 13/) anil coulà not be establlshed, nelther Èheoretically, nor
practically.

0ther routlng algorithns, which might be cal1ed dynanic allocatlon'
have been designed and implenented in several networks' such as'
TyuNET, TRANSpAC and SNA (see /14/,/15/, /201. This type of routing
is associaÈed to a specific data transport service: Èhe session
service(orswitchedvirtualcircuitservice):Eherouteisconputed
at Èhe tine of session opening by the user' The calculation is based

on user trafflc type and user requirements, as well as the state and

load of the network at connection tlme'
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This route remains unchanged, as long as th€ session remains open'
In case of 1ink, of node iaii*t", resulting in the unavailability of
the route, the session is generally broken and a nes route is
allocated when the user re-opens his session'

AnoÈher class of routing algorithns, which we designate as ?redicÈlve
Routing, has also been àeveioped' In this type of routirrg a set of

routes is off-line computed for every pair of node-s' based on

predlcted traffic flow values' These routes are then stored ln

tables in the switching nodes and in a given node', the Proper rouÈe

for every destination is chosen as a funcÈion of the neÈwork state'

In case of change in network state (wether failure' or recovery) a

new route is automatically selected. As this last Process is purely

d.eterninistic and indepenâant of acÈ'ual network load' given Èhe

network state, oa" .".'predicL which routes are used' hence' the

nane of this type of routing' The routing algorithn in use on the

SITA Network has been subjelt to change, but has always been of the

predictlve tYPe.

InthenextsectlonwebrieflypresentSlTAIsDataTransPortNetwork.
In section 4 we anaLyze the dLsign decisions concernitg the SITA new

rouÈing algorithm. ihe rooting algorithn is the subject of section

4 and associated comPuter Eools are Presente'I in section 5' Section

6 is <Ievotetl to a 
",rtt.ty 

of the tooliog concePts introduced before'

and in secÈion 7 we make a brief coûparison sith other routing

algorlÈhms.

2. SITAs DATA TRANSPORT NETIJoRK (DTN)

Although this tYPe of
studies, it gives rise
to exPose, Èaking the

SITA Network and Services
111, lt'6/. Two differenE
SITA Network:

- Tvoe A Traffic

routing has noE been subject to many published
to 

"oi" 
interesting problems, which we wish

SITA Network as an examPle'

have been presenÈed several times' see
traffic types are ÈransmiÈÈed over the

This is a conveïsational query-resPonse Èraffic between CRTs and

Alrline Computer systems ilCS)' For thls traffic' transmisslon
<1e1ay is the most important objective'

- Type B Trafflc

Telegraphic one-rtay traffic, exchanged beErseen TTYs (and evenÈual1y
ACSs ) .

For type B traffic' Èhe most inportant objective is a very 1ow

loss probabtliÈY.

BoÈh traffic types are Èransmitted over the network rtith the packet-

swlÈching Èechnlque' but type B traffic undergoes additlonal
processi;g for nessage switching and traffic protectlon'

Several years ago, SITA deflned â nelt nelwork architecture named

sITA Advanced NeÈwork, the inplemen!ation of which began at the end

of 1981.
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The advaaced NeÈsork (AN) comprises of four specific sysÈems, which
arc the folloving :

Figure I shows. a functional
lay-out of this network and
exhlblts the following :

- An I1LS, Irhlch is a system
used as switching node in
the forner SITA High
Level Network and relieved
fron type A and transit
Èraffic processlng in this
new archltecture.

- SPSS, which are the
presently used access
systems performinq traffic
concèntration and protocol
adaptation between user
protocols and SITA internal
protocols.

Speclalized type A or rype B

concentrâtors (TACs and TBCs)
are also used ln the.Network.

Airllnes Conputer Systens
(ACS) nay be connected eirher
directly to the DTN, or
through an Access Systen
(sPS, urs).

The different systens of
the AN may be described as
follows:Fiqure I

2.I. User Interface S stems

the UIS will replace Èhe SPS as concenÈrators and Access SysÈems.
ïhey will perform the general functions of trâffic ând circult
colcentration, âs well as local switching and will offer new protocol
Lnterfaces, such as, BSC/SD],C, X25. They wlll also support service
enhancements, such âs, Multi-Eoat Access.

2.2. Uessage Storage and Handling Systems

this new fanily of processors is deslgned to sÈore and process
ressages, data requiring high protection (e.g., type B), on nass
storage and Èo support new telecomnunications services. With the
installation of DISs (see below) and MSSs, HLSs are progressively
phased out (the targeÈ i-s a toÈa1 of 4 message swltching systems).

SITA ADVANCED NETI/t0Rr(

llt: ùIr:ilIBUE IrC trlÊtflct SySltX
E5: Gt tEIÉl SISltI
El: raol all;lot SYSiiI
Gg: SSri€ S18ilË: rx! IrIlLlr€ Sfift,t

tC S : itSl0xll- CûxlX0L SySTtX
SPS: SIIE!!'It Pl0CtSS0R SISIilt
UIS : UStR lxTtnF^Ct SySlUt
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2.3. Neth'ork Control Systen

The Ncs is aimed at providing a man-network interface environment
for network operations and network management'

The NCS is a hierachical system conposed of 4 Regional Control
Centres (RCC) and a Main Control Centre (MCC)'

2.4. Data TransPort NeEwork

The Data Transport Network is a packet-svitching network offering a

datagram like service for data transmlssion'

The DTN nodes are ca1led DIS and perform all processing for type A

and translt Èraffic ând from an ISO l,todel point of vlew, the DTN

will offer all !ransport functions (i.e., level 4) neceséary for
exlsting and new t."ifi. tyPes. lll-Ss are thus relieved fron packet
switchiig by the DISs and are devoted Èo message (i'e', type B)

swiÈching unt11 replâcement by MSSs.

DIS machines are univac DCP40 miri compuÈers. DTN links are eilher
medium speed (9600 to 19200 bPs) or side band (48 Kbps)' The link
protocol is â superset of LAP-B. The presenL Routlng Algorithm is
àn extension of the previous SITA ELN Routing' In order to avoid
intricate problens in running tso different routlng algorithms in
the network, â net{ rouÈing procedure si11 not be introduced' as

long as some HLSs are used as packet-ssitching nodes'

This routlng works as follows :

Every systen (DIS, UIS, MSS' RCS, HLS' SPS' lAC etc"') is given a

t'oo"t.t'topo]-ogy-indePendentaddress'calledllighLevelDesignator
(HLD).

This I1LD is includeil in the routing header of every packet and is
used for the routing vhich is based on destiûation addresses only'

In Every DIS a tâble (Access llandling Table AE) conÈains an entry
for eveiy IILD. This entry gives the outgoing-11nk nuober'

In case of topological change (1ink or node failure, or recovery)
the A.I1. Table is updated. The updatlng nechanism works as follows :

The 1oca1 neÈltork of every DIS is dlvided into several destination
groups for routlng purPoses, in order to split imporEant traffic
ilori into srnaller ones easier to rerouÈe' For each destination
group * of a DIS, in every other DIS, a table of AlternaÈe Routes'
Ëaffâa the Best Routes Table, is defined' This table contâins a

sequential list of route descriptions giving:

. the outgoing link of Èhat rouÈe for that destinaÈion grouP;

. a se! oi litk-.p condiElons associaEed to that route'

This table is scanned sequentially each Èime a change in network
state occurs and the first route is selected, so thaL its "llnk-up
conditlons" are verified by the current network state; Èhen entries
ln the A.H. Table are updated with this nelt lrrformaÈion'

* Each sysÈeo being identified by its HLD, a tlestinatlon grouP is
Èhus a list of ELDs.
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Ëaia1y because rouÈing is based on destination informatlon only,
the Best Boutes Tables are highly constrained.

these tables are generaEed by off-line conputer programs. New sets
of tables are generated periodically to take into account traffic
increaae, connection of new systens and changes in topology (new
ûodes, aev links).

3. CEOICB OF A NEI.I ROUTING ALGORITHM

In this section we wanÈ to address two questions :

i) IJhy should one choose a predictive rather Èhan an adaptive
routing algo11Èhn? (Dynaml-c allocation algorithn, as briefly
defired earlier, are reLaEed to session-oriented networks,
rather than datagram neÈworks. They present interesting
sinl.laritles wiÈh the new routlng algorlthn, as we shall see
in section 6).

ii) fhat iuprovenents should the new routing algorithn brlng to the
existing one?

Let us first reca11 Lhe technical requiremenÈs.

3-l- SITA Netrrork Requirements

The nain requireûents concerning the DTN are :

i) Efficient use of network resources; this technical
economical requirement inplies a high average network
1oad.

ii) Eigh availabllity of routes between switchlng nodes,
.inplying 

A1Èernate Routing in case of link or node failure.

iii) Average transmission delay of every flow nusÈ be below a
speclfled threshold (0.5 sec).

iv) Eigh reliabtltry of neÈwork functloning (robust algorlrhns).

v) Ease of operation (Wor1d Wide NeÈwork).

vi) Data service lrlth : - average loss probabl.lity (= 16-3;
- no sequence scrambling.

3.2 I{EY NOT AN ADAPTIVE ALGORITIIU ?

A general statement can be nade about routing algorlthns : from a
performance polnt of vlew, designing a routing algorithn is always
a natter of trade-off, as lt inplles using a fraction of network
resources (1ine bandwidth and CPU tine) to optinize Èhe use of the
reûaining portion of neÈwork resources by user trafflc.

In an atteûpt to provide better optlmlzation, adaptive rouÈ1ng
algorithms teûd Èo use a hlgher porÈion of network resources for
the rouÈlng algorlthû iÈse1f.
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However, recent adaptive algorithns, such as, ARPANETs SpF (ref.
/11/), show good results in rerms oi cpu and bandwidrh urlrization,
and we focus our analysis on the following points : perfornances,
conple'xiÈy, reliabllity ând vulnerability.

3.2. 1. Perfornance

I,le will not consider algorithns adapting Èo topologlcal changes
only, as they cannot have acceptable performance çith heavily loadednetworks, which is the case for the SITA Netvork.

sinulation studies (ref. /LZ/) have sholrn that unless Èhe traffic is
highly unpredlctible and chaotic, adaptive rouElng does not show
any sl-gnificant superiorlEy, in teros of transmission delays, over
a staÈic scheme.
Another sLudy (ref. /13/ ) shows that adaptlve routing provides
a lower throughput than (static) schene for a highly i"àa"a neÈwork.

These resulÈs are particularly relevant to the SITA Netr{rork, for
whlch we have Èhe following :

i) High average load (usua11y fror- 3O"l to 7Oy").
ii) Good predictiblliÈy and regulariÈy of traffic f1ow.

The second property is a consequence of the fact thaÈ the traffic
flow is Èhe summation of nany individual flows.

These considerations do noÈ favour an adaptive routing. In facÈ,
there is 1iÈÈ1e concern for us in getting Èhe optimal transmission
delay. I./hat ls really saught after, is keeping Èhe transaission
delay of every flow below a given threshold.

3 .2.2. Co lexi t

rn terms of software, undoubÈedly, adaptive routing is more comprex.
The behavior of the mechanlsm in the attaptive case is also more
complex and this nakes lt dlfficult to put linits on network size,
which can be accommodated by such an algorithm. Trouble-shooting
also appears more difficult in an adaptive-routing environment.

Conversely, network changes (new nodes, topological changes) appear
to be easler nith an adaptive routing, as they can be conpletely
automatic (ref. / 11/) instead of requiring generation and loadlng
of a new seÈ of Èables 1n the predictive routing case.

3.2.3. ReIiabillty and Vulnerability

Reliabtlity of adaptive routing algorlthms has inproved (e.g., SpF
as compared to the older routing algorlthn in ARPANET). However,
a poÈential risk of unstable routing exists and this risk increases
wiÈh the load of rhe netlrork (ref. /1911. To prevenr this unstability
1È is necessary to have a posltive bias in the neasurement of delays
and this leads to a decrease in optinality.

Adaptlve algorlÈhms, being distrlbuted among the switching nodes, are
nore vulnerable Èo hardvare or software èrrors of one of the nodes.
(See ref. /19/ for a report on such a problen).
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It appears from the above analysis thaÈ a predictive rouEing is
better suited to SITA netvork requirements according to the reasons
belov :

- It Ls well adapted to Èraffic characterisÈics.

- Its on-line softsare ls sinpler.

- It is highly reliablê.

3-3. The Beasons for a New Routing Algorithn

Present routing nechanisn is based on the address (1.e., HLD) of
Ëbe destLnaÈion system. The main advantage of this solution is its
sinplicity. Eovever, iÈ has the following drawbacks :

i.) SyiÈchiûg is based on the HLD, which is a Èwo octet field in
the packeÈ header. This inpltes thât access Èo the switching
table (the A.E. Table) is done by Hash codlng. Using a snaller
address for routing would inprove switching Èine and switchlng
capacity of DISs.

ii) The parËitioû of Ëhe 1ocal network of a desÈlnation DIS is used
to split important traffic flows lnto smaller ones easier to
route.

This rethod suffers from Èwo defficiencies :

a) It often happens Èhat several DISs hâve important traffic
' flovs for the same destination DIS. In that case, 1t ls

difficult to find a partition of its local network so that
all flors are satlsfactorlly sp11t. Moreover, for those
nodes shich have sma11 trafflc flows for that destinaÈ1on,
they ilusE perform that splitÈing â1so, whlch results for
ther, Ln additional Best Routes Tables, i.e., additional
rerory requirements.

b) Io sone cases iÈ would be preferable Èo split traffic flows
according to Èhe 1oca1 network of the origin DIS to achleve
the desired result.

iii) trainly because routing is based on destination information
only, strong constraints apply to BesÈ Routes Tables (see ref.
llTl for aore deÈails). These consÈralnts, which tie all the
tables together, inply that the whole set of tables 1s generated
sirultaneously and, also introduce strong limitations in route
op t irizat ioD.

Xoreover, as new traffic types are foreseen in the near future
(e.g. file Èransfer) the need arose for a new routing algorithû,
shich nould allolr easier extension of DTN transmlsslon services
froD the pure datagran service presently offered.



422

4. THE NEW ROUTING ALGORITHM

J.M. Kaliszewski

The nain entities of the new routing âlgorithn are described
hereafter:

4. 1. Logical (outes (LRs )

An LR ls a full-duplex logical connectlon between any Èwo DISs' on
which nultiplexing of traffic flows betr.Teen pairs of syscens' (e.g.
SPS-ACS) is perforned,

Several LRs are deflned between two DISs and every DIS nay have
maximum of 512 LRs (see Figure II).

Every LR offers : - 3 droppability levels,
- 3 prloriÈy 1eve1s,

whlch can be used simultaneously by user trafflc.

LR2

Figure II - 2 LRs between DISS A and B
<

An LR nay be in normal or congested state and in the latter case
end-to-end congêstion conÈro1 may be applied.

In every DIS each LR is given an identlfier, which is a number
between 0 and 511. Thus, every LR has two idenÈlfiers' one ln each
direction.

The napplng of traffic onÈo LRs
basis:

is done normally on the f,o1lowlng

(HLDin, IlLDout, ITraffic Class] )---> LR number.

HLDIn
I{LDou t

: IILD of origin system.
: I{LD of destination system.

Trafflc class : optional pârametel.

Between Èwo DISs, one LR (and only one) has an apparenÈly different,
but functlonally equlvalent mâpplng on it :

IlLDouÈ ___+ LR number.

(The use of this LR will be seen in the next secÈion).

LRs are establlshed at conflguration time and âre permanent.
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t.2. Routing Paths

- A Bouting Path is an ordered sequence of links estâblishing a non-
loopiûg physical path between an origln node and a destination
node -

On every link belonging to a Routing Path, a Channel Nurnber (CN),
raûgiDg fron 0 Èo 255, is associated to thaÈ Routing. Path. (See
Pigure III).

lvo routing paths having the same destinâtion node and sharing
the same set of llnks fron a transit node up to thaÈ desÈinaÈi.on
node, nay have Èhe same Channel Nunber on Èha! seE of links.

ure IlI - Routing Path A-B-C-D has Channel Nunbers 2 on link
A-8, Z on link B-C and I on link C-D.

Routing Path B-C-D may share the same Channel Numbers
as Routlng Paths A-B-C-D, on 1lnks B-C and C-D.

- Channel number I is always used for the last link of a Routing
Path.

On every DTN 1ink, channel numbers are assigned independently in
€aeh direcÈion. Physlcal Routing on the DTN is not symmeÈrical.
lyo routing paths are associated to every LR, one in each direction
Ilhen a packet is ouÈ on a given Routing Path, its header contains
the Channel Number of that Routing Path on every 1lnk it uses.
Ilhen that packet reaches a DIS, the channel nunber is plcked up
froa the header and used aa an entry index to Èhe Switchlng Table
(ST) associated to the incoming link. Thls table glre;-Tfe o"t-
going link number and channel number to be used on that link and
ineluded ln the header. The packet is Ehen output on thaÈ link.

*.3. Table of Alternate Paths (TAP)

. À Table of Alternate ?aths contaios an ordered sequence of RouÈing
Paths, which can be used by a given LR.

. Tro TAPs are assoclatetl to every LR, one at each extrene node :
they are ca1led peer TAPs.

.Îhe same set of TAPs may be used by different LRs belonglng to the
sane pair of DISs.

. Each entry ln a TAP conÈalns the following informaÈion :

- First link and Channel Nunber on that link of the RouÈing Path.
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- List of links belonglng to the Routing Path'

Each DIS maintains â Netrrtork Status Vector which has a blnary

o."iai"t associated to every link of the DTN'

In case of topological change in the net\tork' each DIS' after

having updated its NeÈwork St"tt" Vector' scans the TAP associated

to every 1R originatitg frot lt and selects the flrsÈ Routing ?âth

the lints"of which are all in uP condition'

If no Routing Path can be found, the LR is declared down' and

this infornation is iraisnitted to Èhe users on that LR' Packets

senE on that LR are discar<led by the RouÈing AlgoriÈhn (but nay

be stored by higher it""i r"""tions)' once a new Routlng Path

has been selected, the DIS updates Èhe Pattr SelecÈion Table (PST)

aÈ entry.o..."poodi"g l" tnt LR number' wiÈh new outgoing link

nrrb.r and Channel Number on thaÈ link'

The PST is used to switch input packets (1'e" coming from Local

NeÈwork Nodes) on currently used Routing Path'

5. ROUTING CONFIGURATlON GENERA

A Predictive Routing A1gor1-thn is rea1ly composed of two-parts :

- The 0n-1lne parE, l.e', software switching' whlch actually

perforns tootiog of traffic on the network'

- The off-line parË, i.e' ' 
Routing Configuration Generation

Software, whith pt.p"tt" all tables needed by Èhe flrst part'

The flow chart of Roucing Configuration Generation Programs (Figure

IV) shows Èhe functlonal modules which we describe next'

Ro u t.in Confi uratl0n

ôf ELD-ELD

Figure IV
Generatioû Prggram
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1-l- CorDgtation of HLD-HLD Traffic Flows

trlorècaat files give traffic information in terms of number of
ûc?.it8ls connected Èo the network and monthly traffic figures
(rcosages and characters) generated per terminal per geographical
aEGa aûd per comPany. In order to obtain traffic flows between
.ccGs8 sy-tens (i.e., IILD-HLD traffic flows), it is necessary to
t.L€ into account the tlme difference betr{teen sources of traffic'

Itùe is done as follows :

- û trefflc ittensity function is measured for every source access
Itrtet (SPS, TAC etc...) for a 24 hour period'

- Urcrt inrli-vlilual traffic flow is nultiplled by Èhe value of its
corresponding traffic inÈensity function at the GMT tine chosen
for traffic florù comPutations.

Or tte SIÎA Netsork, three different peaks of traffic are observed :

tlropean, Asian and American.

tarre, for every ELD Palr, traffic lntensity ls computed for each of
tlc i periods. As these values are expressed ln bps and in
bûoctsTsecoûd, this makes a total of 12 traffic figures per HLD

6n,lr (6 in each direction).

5-1- Geoeration of Logi.cal Routes

t.t.l Èrafflc flows bet\,teen DISS often exceed the capacity of a

æli.r-speed circuit and may represent nore than 507" of a wide-band
lLol capacLtY.

lr order to have an easy rerouting of trafflc in case of link
fid.hre, lt is necessary to split DIS-DIS f lows inÈo several parts '
lLis can be achieved by generating several LRs between the DISs'
,18 g€terating extra LRs lncreases memory requlrements, this process
tre to be done oPtinally.

Slvcl â Èhreshold tf on LR traffic' the algorithn works as follows

fl For every ELD pair consider Èhe maximum Èraffic flgure for the
three pàak hours and the two dlrections and order llLD pairs
accordl-Dg to these values.

il.t) At sone stage of the process, LRl, LR2' "' LRp, have been
created betqeen the two DISs and lte are examinlng. I1LD pair
(i,i) :

- Àssign patr (i,j) to LRI and comPuLe its trâffic for every
perlod and direction'

- i.f the threshold is exceeded, reassign Pair (i'j) to LR2'
then LR3 ètc.'

- if no LR can be found, create LR p+l and assign (i'J) pair to
ir.

once all the HLD pairs have been mapped on an LR, it may happen
that the last creêted LR has a very small traffic on iÈ' In
thi6 case, that LR ls elinlnaÈed and the ttLD pairs previously
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napped on it, are reasslgned as evenly as possible on the other LRs.

As 1t happens, for nany IILD pairs there is no Èraffic exchanged,
It would be uneconomical (in terms of nemory requirements) to nap
these pairs explicitly. Instead, an additlonal l,R 1s created for
every destination Local Network, named the defaulÈ LR.

If no napping exisEs for a given pair (IlLDl, HLD2) iÈ suffices Èo
deternine Èhe Local Network of HLD2 and rouËe traffic on Èhe default
LR, which is aÈtached to it.

5.3. Generation of TAPs

This sLep is the most inportant as regards performance optinizâtion
and it 1s also the mosÈ complex, thus, we will restrict ourselves
to the basic principles.

The overall procedure i.s dlvided into two parLs :

i) Generation of a Base of Routes,
11) Generation of TAPs.

This second sÈep is itself divided into two parÈs:

i) FlrsÈ path optimlzation.
ii) Generatlon of complete TAPs.

5.3.1. Generation of a Base of Routes

The idea of thls prelininary step 1s tno-fold.

i) ResÈrict Èhe opLinization process to those routes which are
lrorLh being consldered for Routing Path optlnization (two paths

' correspond to a rouÈe : one for each direction).

The optinizaÈion process uaxlmlzes residual capacity, 1.e.
favours shorter rouÈes, in order to provlde a congestion free
rerouting.

ii) All routes are generally consldered several tines before
lnclusion 1n a table, therefore, it is computationally efficient
to construct thls route only once and to sÈore iÈ.

The algorithm generates recurslvely :

- All rouÈes of length one.
- Then all routes of length Èwo.
- etc...

To a given palr of nodes, if the algorlthn has to generate
routes of a glven length, 1t geûerate all rouÈes of that
length; it stops generatlng longer routes for thaÈ palr, if
nore Èhên Nnln routes have already been generated. (Nnln = 8
in practice ) .

5.3.2. TAP Generation

TAP generation is based on a heuristic procedure, which tries to:
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f) Optirize path selection for each flow individually, over the
different peak perlods.

: ûi) ltarirur unused capacity ln the netraTork, under the conditlon
thât the netvork remains unconges!ed.

:

P.th selecËion is based on a boÈÈleneck analysis over the di-fferent
I e..f periods and on paÈh length (the shortest uncongested path is
r choeen).

I û rore fonal description of the algorithm is as follows :

I r! ûrder pairs of nodes, such as, neighbouring nodes with high
I traffic floss caûe firsÈ and distant nodes wiÈh snal1 traffic
I floss coae lasÈ.
1

: tl toot" one Èraffic floet at a time according to the above defined
, order- (For the two traffic flows corresponding to the same LR,

routirg Ls noÈ necessarily symneÈric) :

- For every elemenÈ of the network (node or link) asslgn a maximum
load level lmax.

- Eyaluate each path which may be found in Èhe base of routes,
. as folloss :

i) B.oute the flow corresponding Èo a given peak period on
that Path.

ii.) Coupute the load 1ij of every elenent j of path i and
coEpute the following quanÈity:

Max lij
Nl = j ltjnax

iit) For path i consider Ehe peak-period for whtch Ni is
laximal and conpuÈe thê quantlty Qi :

Qi = Ni + Zl*sup(Ni-I,) +22*LL

rhere Zl = 100, 22 = lO and

Li = Length of Path i.

iv) Select the path io, such ÈhaÈ Qlo = nin Qi
i

v) Ilpdate the load of links and nodes of Path 1o.

L:rerts

rl tecause Zl >> 22, t}ris procedure selecÈa a path with nininal
length Li, unless it is congested (Ni >l).

D) Lints correspondlng to satellite circuits ûay be given a longer
length to take inÈo acount Èhe propagation delay.

c) the load of Èhe elemenÈs is updated nrlth only a fraction of the
traffic f1os. This fraction is decreasing as the rank of the
path to be added to the Eable 1s increasing.
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As seen previously, only firsÈ Routing Paths are expllcltly optimized
for a glven network sÈate for all peak periods, therefore, it is
necessary thaÈ subsequent paths give saÈisfactory results over all
peak periods and for the nost probable degraded modes. (1 link
down, 2 1inl(s down, I node down).

This is done in Èhe program which generâtes degraded nodes and analy-
ses Èhe performances to be expected with the generated set of TAPs.

5.5. Generation of STs

This progran generates channel numbers necessary
RouÈing Path to be used in the network and stored
Tables.

It ninimizes Èhe number of channel numbers to be
backwards on RouÈing Paths' starting r{tith shorter
first.

to encode every
in Swit ching

used and works
rouÈ1ng paths

5.6. Generation of Routin Confi uration File

This set of prograns prepares from previously generated files' the
rouÈing conflguration f11e in the proper fornat for direct load in
the DISS.

These prograns allow sone modificatlons in Èhe configuration and
also perform consistency checks.

Since several peaks of traffic are observed, we nay think of
designing a Predictive Routing Algorlthn, which would change its
routes âutomatically at different hours. This would be difficult
to realize wlth Lhe old routing algorithn on the SITA Network, as
routing ls only destinâtion dependant' routes changes have to be
made synchronously 1n all switching nodes.

Ilowever, ltith the new rouÈing algorithnr every node can change its
TAPs independently of oÈher nodes, as long as all Routlng PaÈhs
have been properly encoded in the switching tables. Thus' time-
dependent Predictive Routing 1s easy to implenent.

Once there are RouÈing Paths for every peak period, several solutions
are possible.

The nost straightforward way r{tould consist of generatlng one set of
TAPs per peak perlod to load all of Èhen ln the DISs, which would
address different TAPs at different hours. AnoÈher solutlon would
conslst of generating only one TAP for all peak periods' but this
TAP would contain different Routing Paths corresponding Èo various
peaks : to each Routing Paths corresponding to various peaks : to
each Routing Path a "Time-up" condition would be attached in addltion
to "Link-up" condltions. These "Tlme-up" conditions would be
1oca1ly generated by each node.

This second solution 1s less conplex, in Lerrtrs of on-1ine sofÈware
and has less nemory requirenents than the first one, however, the
off-1ine software nay be a 11ttle more conplex. This solution is
presently under investigatlon for fuÈute inplenentation.
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6,. SUIOITX,'T OF SIÎA ROUTING ALGORI?HM

îbG ar!.gûrithr can be sunmarized as follows :

- AcsLtû an address, the HLD, to every sysrem.

- ûi.p every ELD pair on a Logical RouÈe, which is a full duplex
trogical connection between Drss seen as entry/exiÈ nodes of Èhe
Dril-

lbls rapping is done so as to meet mininum and maximum traffic
Gorûtraints oD every LR.

- û.saot:iate an ordered set of Routing
ùIECGtLor, called a TAP and sÈore it
&L for Èhe corresponding direcÈion.

Pâths to every LR, in each
in the orlgin DIS of rhar

- -û!!.ocate a channel nunber on every link part of a Routrng path,
to LdeDÈify it.

Mtchiug of packets is done according to :

- ahc Ll nurber in the origin node,
- fupnt link and channel Number on thaÈ 1ink, in a trânsit node.

I- OMPAIISOtr SITE OTITER ROUTING ALGORITHMS

[û acctloû 3 ve have focussed our attention on the predictlve versus
atapttJe lssûe. I,le w111 now make inÈeresting connecÈions between
9û1d[ Frcilictivê Routing Algorithns and Dynamic Alrocation Algorithns.

Mc rrir difference beÈween these two algoriÈhns is that the process
off Goq)utatlon and generatlon of routing elenents (LRs, Rps, cNs etc.)
5or thc srlÂ algorithn is an off-rine process, wh11st the correspond-
[.qg processs in these algoriÈhms is, at least, partly an on-line

process perforned by a
central facility (super-
vlsor) and partly
distrlbuted among the
switching nodes.

Flgure V shows a
correspondence between
SITA Predictivê routlng
and SNA rouÈ1ng.

The link concepr in SITA
Netr{rork and the Trans-
mission Group ConcepÈ
1n SNA are very slnilar
entitlesl in both cases
these entitles nay be
composed of several
lndependent physlcal
clrcuits, and Èhere nay
be several of Èhese
enÈlÈles between Èwo
adjacenÈ nodes.

MM ITE}IcrIVE ROUTING SNA ROUTTNG

LIII TRANSUISSION GROUP

attt[ft. fottEr ERPLICIT ROUTE NUUBER

]DG1IIC PÂÎS EXPLICIT ROUTE

illll'f O? ALTEIXATE PATR X
lælc^L loûrE

(+ RlollrÏ LEVEL)
VIRTUAL ROUTE

X LIST OF VIRTI'AL ROUTES

Figure V - SITA versus SNA

Routing Concepts
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The Channel Number ConcepÈ can be compared to the Virtual CircuLt
Number in Transpac, the Logical Record Number ln Tymnet, or the
ExpllciÈ Route Number (ERN) 1n SNA.

Ilowever, 1n each case, differences exisÈ. For lnstance in SNA,
forwarding of packet inplles the use of DestinaÈion sub-area address
plus the ERN, wài1e tn SITA routlng, the Channel Number 1s used in
conjunction with input 1lnk nunber Èo get output link nunber and
Channel Number.

A Routlng Pâth is pretty nuch Ehe same concept as that of an Explicit
Route' although the same Explicit Route is used in both dlrectlons
(synrneÈric routing) and no such constraint exlsts for Routing paÈhs.

only one Explicit route 1s assoclated to â Virtual RouLe, thus, in
SNA, there ls no êntity corresponding to a TAp.

The LR enÈ1ty is close to the Vlrtual Route Concept. For both
routings we have Èhe same number of priority leve1s, buÈ in Èhe LR
case' differenÈ priorltles exist on the same LR wh11e they correspond
to disÈinct Vlrtual Routes.

In SITA routlng, at rhe tlne being, noÈhlng slmllar to the list of
Virtual Routes êxists.

The failure of an Expllclt Route causes the VirEuâl Route to be
declared inoperative in SNA; ând with the session reopening, a new
Virtual Route with a new Explicit RouÈe, iÈ will be alLocaÈed to
Èhât sesslon. Thus, Alternate Routing is perforned ât virLual Route
level in SNA and at RouÈlng PaÈh level tn SITA rouÈing.

In concluslon, we should say SNA routing 1s close to predictlve type,
as Expllcit Routes are off-1ine couputed and that in SITA routing
Dynanic aLlocatlon of LRs is foreseeable in the future.

8. CONCLUSION

while this arLicle is belng wrltten, both the 0n-line software and
the 0ff-ltne computer programs are under developnent.

Generation of life-size configuratLons have shown that memory
requirements wl1l be reasonable.

It has not been possible Èo present all the work and results on
PredicÈ1ve Routlng here. There are sone importânt posslble
irnprovements sÈi11 under lnvesÈlgation. Ilowever, we hope to have
raised some inÈerest and provided an insight lnto predictive Routing.
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